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1. LLMs are prone to distracted by irrelevant context. Why?

2. Focus directions move attention 
from sink to relevant contexts 

1.1 Identify contextual heads

3. Focus directions mitigate 
poor task alignment
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1.2 Properties of contextual 
heads

1.3 Modifying attention on contextual heads
Contextual Scoring: A metric that quantifies the 
degree of attention allocated to specific 
segments of the input (e.g., relevant contexts) 
during response generation.
Contextual Heads: The top-k attention heads 
ranked by contextual score (to relevant contexts)

• Contextual heads are sparse, located in 
middle and late layers

• Method: Split softmax (<1 increase attention, > 1 decrease)
• Increase attention to relevant contexts: performance ↑
• Decrease attention to relevant contexts: performance ↓
• Non contextual heads have minimum such effects

Contextual heads 
controls the overall 
attention of LLMs

Modifying attention on 
contextual heads could 
make performance better 
than gold baseline 
(relevant context only), or 
close to the negative 
baseline (irrelevant 
contexts only)
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Motivation: Can contextual heads figure out the relevant 
contexts by themselves?
Locating focus directions: simply train 𝑑!  and 𝑑" to 
maximize the contextual score for the relevant contexts.

Main findings:

Benchmark:  HELMET (5 categories, 16 tasks used)

Main findings:
• Focus directions help for the long context tasks that 

LLM could do well in the short context.
• Most of the tasks could be improved by either 

positive or negative focus direction.
• Focus direction improves the overall performance of 

poorly aligned LLMs. (e.g., base vs. instruct, 
inconsistent sink score for the same context length)
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Focus direction Relevant contexts Sink
Positive More attention Less attention

Negative Less attention More attention

• Focus directions only help mitigate distraction on 
contextual heads.


