
Hyperspectral remote sensing for shallow waters: 2.
Deriving bottom depths and water properties
by optimization

Zhongping Lee, Kendall L. Carder, Curtis D. Mobley, Robert G. Steward, and Jennifer S. Patch

In earlier studies of passive remote sensing of shallow-water bathymetry, bottom depths were usually
derived by empirical regression. This approach provides rapid data processing, but it requires knowledge
of a few true depths for the regression parameters to be determined, and it cannot reveal in-water constit-
uents. In this study a newly developed hyperspectral, remote-sensing reflectance model for shallow water
is applied to data from computer simulations and field measurements. In the process, a remote-sensing
reflectance spectrum is modeled by a set of values of absorption, backscattering, bottom albedo, and bottom
depth; then it is compared with the spectrum from measurements. The difference between the two spectral
curves is minimized by adjusting the model values in a predictor–corrector scheme. No information in
addition to the measured reflectance is required. When the difference reaches a minimum, or the set of
variables is optimized, absorption coefficients and bottom depths along with other properties are derived
simultaneously. For computer-simulated data at a wind speed of 5 mys the retrieval error was 5.3% for
depths ranging from 2.0 to 20.0 m and 7.0% for total absorption coefficients at 440 nm ranging from 0.04 to
0.24 m21. At a wind speed of 10 mys the errors were 5.1% for depth and 6.3% for total absorption at 440
nm. For field data with depths ranging from 0.8 to 25.0 m the difference was 10.9% ~R2 5 0.96, N 5 37!
between inversion-derived and field-measured depth values and just 8.1% ~N 5 33! for depths greater than
2.0 m. These results suggest that the model and the method used in this study, which do not require in
situ calibration measurements, perform very well in retrieving in-water optical properties and bottom
depths from above-surface hyperspectral measurements. © 1999 Optical Society of America

OCIS codes: 010.4450, 280.0280.
1. Introduction

The signals measured by a sensor from above the
water surface of a shallow site contain surface-
reflected skylight, radiance reflected from the bottom,
and path radiance from the water column. For the
bottom depth to be retrieved, the surface-reflected
light and the water-column contributions have to be
removed, and the optical properties of the water col-
umn have to be known or derived. In earlier
studies1–8 values for water-column contributions
were usually derived from adjacent deep waters1,2,4,9
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and light attenuation properties were assumed to be
known a priori1 or empirically derived from an image
by regression4,7 by using a few true depths provided
by lidar9 or on-site ship measurements.

However, the above-preferred conditions rarely ex-
ist. First, path radiance from deep waters is not the
same as that from the water column of shallow wa-
ters, even if the optical properties are the same.8–12

Second, for estuarine or coastal waters, the color con-
stituents of the water can be patchy, so the optical
properties throughout an image may not always be
the same. Third, known depths are not always
available for deriving the regression parameters.
And finally, owing to land runoff and tidal influences,
coastal water properties change rapidly. A known
optical value from a different time may not be the
same as when a remote sensor takes measurements.
To overcome these obstacles, it is desirable to derive
simultaneously bottom depths and albedo and the
optical properties of the water column.

In this study a newly developed semianalytical,
remote-sensing reflectance Rrs ~see Table 1 for sym-
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Table 1. Symbols

3

bols used in this text! model ~SA-model! for shallow
water13 was applied to both computer-simulated and
field-measured data. In the model, downward and
upward diffuse attenuation coefficients are explic-
itly described as functions of the absorption and
backscattering coefficients as are the water-column
contributions. In the derivation process a remote-
sensing reflectance spectrum is simulated with the
SA-model by introducing a set of coefficients for
absorption a, backscattering bb, bottom albedo r, and
ottom depth H. Then one determines a difference

measure by comparing the model and the measure-
ment spectra. Using a computer program, one re-
peats this predictor–corrector process by adjusting
the values of a, bb, H, and r until the difference

easure reaches a minimum and the values of a, bb,
H, and r are derived. Only then are the derived
values compared with measured values. In the der-
ivation only the spectral shape of the bottom albedo
was assumed known. The albedo intensity, how-
ever, was allowed to change from place to place. No
information in addition to the Rrs~l! from measure-
ments is required in the derivation process. From
the derived absorption coefficients, concentrations of
in-water chlorophyll-a or gelbstoff, for example, can
be derived.14

2. Modeling of Remote-Sensing Reflectance Rrs

Remote-sensing reflectance Rrs is defined as the ratio
of the water-leaving radiance to downwelling irradi-
ance just above the surface. Rrs is an apparent op-
tical property15 controlled by the absorption and the
scattering properties of the constituents in the water,
the bottom albedo and the bottom depth, is influenced
by fluorescence and Raman emission,16 and is mod-

Symbols Descri

aw Absorption coefficient of pure wate
af Absorption coefficient of phytoplan
ag Absorption coefficient of gelbstoff
a Absorption coefficients of the total
bb Backscattering coefficients
bp Scattering coefficients of suspended
bbp Backscattering coefficients of suspe
D Distribution function
Ed Downwelling irradiance
F~u! Surface Fresnel reflectance for ang
H Bottom depth
Lu Above-surface upwelling radiance
Lw Water-leaving radiance
rrs Subsurface remote-sensing reflecta
rrs

B Subsurface remote-sensing reflecta
rrs

C Subsurface remote-sensing reflecta
Rrs Above-surface remote-sensing refle
Trs Total remote-sensing reflectance ~5
Srs Sky input ~5 LskyyEd!
@chl-a# Chlorophyll-a concentration
k Attenuation coefficient ~5 a 1 bb!
r Bottom albedo
uw Subsurface solar zenith angle
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estly affected by the angles of solar input and output
radiance.17 In general, for optically shallow waters
with vertical homogeneity, and when the inelastic
scattering contributions are ignored,

Rrs~l! 5 f @a~l!, b~l!, r~l!, H, uw, u, w#, (1)

here a~l! is the absorption coefficient, b~l! is the
volume scattering function, r~l! is the bottom albedo,
H is the bottom depth, uw is the subsurface solar
zenith angle, u is the subsurface viewing angle from

adir, and w is the viewing azimuth angle from the
olar plane. For brevity, wavelength dependence
ay not be explicitly included unless required for

larity.
Recently, by use of Hydrolight 3.0,18 an SA model

for nadir-viewing Rrs was developed13 ~a concise over-
iew is in Appendix A!:

Rrs <
0.5rrs

1–1.5rrs
, (2)

where rrs ~the subsurface remote-sensing reflectance
or the ratio of the upwelling radiance to the down-
welling irradiance evaluated just below the surface! is

rrs 5 rrs
C 1 rrs

B

< rrs
dp(1 2expH 2 F 1

cos~uw!
1 Du

CGkHJ)
1

1
p

r expH2F 1
cos~uw!

1 Du
BGkHJ , (3)
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and rrs ~remote-sensing reflectance for optically
eep water! is

rrs
dp < ~0.084 1 0.170u!u. (4)

The optical path-elongation factors for scattered pho-
tons from the water column Du

C and bottom Du
B are

Du
C < 1.03~1 1 2.4u!0.5, Du

B < 1.04~1 1 5.4u!0.5

(5)

with

u 5 bby~a 1 bb!, k 5 a 1 bb, (6)

where19,20

bb 5 bbw 1 bbp (7)

a 5 aw 1 af 1 ag. (8)

Note that both u and k in Eqs. ~6! are inherent optical
roperties,15 and the combination of Eqs. ~2!–~6!
rovides the expression for Rrs. In Eq. ~2! 0.5y~1 2
.5rrs! is the water-to-air divergence factor and ~1 2

1.5rrs! accounts for the internal reflection of the
water–air interface, which is important for very shal-
low andyor very turbid waters; bbw is the backscat-
tering coefficient of seawater, while bbp is the
backscattering coefficient of particles.

These equations describe the model for nadir-
viewing sensors. However, remote sensors view the
target at a series of angles, not just at nadir. For the
above equations to be used for other viewing angles,
model adjustments are necessary. It has been found,
however, that even for case 1 waters21 there is no
simple analytical function that can accurately model
rrs for different viewing angles,17 especially when the
situation is complicated by shallow and turbid waters,
where more multiple scattering occurs.

By fitting Hydrolight-generated rrs values for dif-
ferent viewing angles with empirical functionality,
we found that Eqs. ~2!–~6! are still generally applica-
le if we make a slight adjustment:

rrs < rrs
dp(1 2 expH2F 1

cos~uw!
1

Du
C

cos~u!GkHJ)
1

1
p

r expH2F 1
cos~uw!

1
Du

B

cos~u!GkHJ , (9)

with bb of Eq. ~7! adjusted to

bb9~l! 5 bbw~l! 1 ε~l!bbp~l!. (10)

he term 1ycos~u! in Eq. ~9! accounts for the increased
ath length for larger viewing angles when the up-
elling radiance field is not Lambertian; ε in Eq. ~10!

s an empirical parameter to account for the effects of
hanging view angles on the effective scattering, and
t varies with angles of solar input and radiance out-
ut. For rrs in the plane 90° to the solar plane, and

to first order, ε can be approximated as

ε~l! < 1.0 1 @0.1 1 0.8bbp~l!ybb~l!#sin~u!sin~uw!. (11)
igure 1 presents rrs data calculated with Hydrolight
and the above SA-model for three viewing angles.
This adjusted expression on average can explain
Hydrolight-calculated rrs values with an error of 6.1%
for remote observations in the plane 90° to the solar
plane. The maximum error was ;15% for cases with
high turbidity and large viewing angles. Hence we
limit our viewing angles to 30° from nadir at an azi-
muth of 90° from solar plane. For more accurate for-
ward modeling at different viewing angles, numerical
methods such as Hydrolight or Monte Carlo are
needed. These methods, however, are slow and not
appropriate for real-time applications. For the fol-
lowing inversion calculations the above model @approx-
mation ~9!# will be applied to computer-simulated and

field-measured data, and the derived a and H values
will be compared with actual values.

3. Inversion Method

A. General Description

A remote sensor located above the water surface mea-
sures the total upwelling radiance, not the remote-
sensing reflectance. We thus derive the properties of
the water body from the total remote-sensing reflec-
tance Trs, which is the ratio of the total upwelling
radiance at some observation angle ~uv, wv! to the
downwelling irradiance above the surface. Above-
surface downwelling irradiance can be easily mea-
sured or accurately calculated from existing models.22

Trs and Srs ~sky input! are defined as23

Trs 5
Lu

Ed
, Srs 5

Lsky

Ed
. (12)

Trs includes Rrs, surface-reflected Srs, and possible
solar-glint effects. By correcting for the reflected
skylight and solar glint, we can derive Rrs from Trs.
Traditionally, for nonturbid waters one performed
this correction by subtracting a fraction ~a value of
surface Fresnel reflectance! of Srs from Trs and then
by adjusting for sun glint by biasing the residual
curve to 0 around 750 nm.24 However, Rrs~750! may
not be zero for coastal waters and can vary from place

Fig. 1. Hydrolight-calculated rrs ~line! versus SA-model-
etermined rrs ~symbols! for three viewing angles.
20 June 1999 y Vol. 38, No. 18 y APPLIED OPTICS 3833
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to place. This variance suggests that the value of
Rrs~750! for coastal waters may have to be derived.

It has been found that Trs can be expressed as23–25

Trs~l! < Rrs~l! 1 F~u!Srs~l! 1 D, (13)

where F~u! is the surface Fresnel reflectance based on
he viewing geometry and D is a spectrally constant

offset.
If we define a quantity called raw-remote-sensing

reflectance Rrs
raw as

Rrs
raw~l! 5 Trs~l! 2 F~u!Srs~l!, (14)

pproximation ~13! can be rewritten as

Rrs
raw~l! < Rrs~l! 1 D. (15)

In approximation ~15!, Rrs
raw~l! is a known spec-

trum derived from above-surface measurements. If
we replace Rrs~l! in approximation ~15! by the expres-
ion of approximation ~2!, remote measurement of
n-water optical properties is a process of spectrally
ecomposing approximation ~15!. Therefore the
ext important step is how to derive more accurately
uch environmental properties as absorption and bot-
om depth from approximation ~15!.

Each measured Rrs
raw~l! spectrum consists of at

least three unknown spectra @a~l!, bb~l!, and r~l!#
nd two scalar unknowns ~H and D!. This composi-
ion suggests that, if the sensor has n channels, there
re ~3n 1 2! unknowns to be deduced. To solve for

these many unknowns, additional relationships have
to be established to reduce the number of unknowns
~or increase the number of equations!.

B. Parameterization

In Eq. ~8! the values of aw~l!, the absorption coeffi-
cients of pure water, were taken from Pope and Fry.26

The absorption coefficient of phytoplankton pig-
ments is af~l! which must be derived from remote
measurements. We used a single-parameter model
to simulate this spectrum27:

af~l! 5 @a0~l! 1 a1~l!ln~P!#P, (16)

where P 5 af~440! is the phytoplankton absorption
coefficient at 440 nm. The empirical coefficients for
a0~l! and a1~l! are presented in Ref. 13. This ap-

roach allows the af~l! curvature to change with
af~440!, consistent with field observations, at least to
first order.

The absorption coefficient of gelbstoff and detritus
is ag~l!, which can be expressed as20,28,29

ag~l! 5 G exp@2S~l 2 440!#, (17)

with G 5 ag~440!. S is the spectral slope, and it has
been reported in the range of 0.011–0.021 nm21.20,30

Because G is a sum of gelbstoff and detritus absorp-
tion spectra, we used an S value of 0.015 nm21 as a
epresentative average in our inversion process.

Equation ~10! is rewritten as

bb9~l! 5 bbw~l! 1 bbp9~l! (18)
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with values for bbw~l! taken from Morel. We ex-
press bbp9~l! as

bbp9 5 XS400
l DY

, (19)

where X 5 bbp9~400!, which combines the particle-
backscattering coefficient, viewing-angle informa-
tion, as well as sea state into one variable. The
spectral shape parameter Y is estimated by an em-
pirical relationship32:

Y < 3.44@1 2 3.17 exp~22.01x!#, (20)

ith x 5 Rrs
in~440!yRrs

in~490!. Rrs
in~l! is the initial

estimate of Rrs~l! and is determined as follows:

Rrs
in~l! 5 Rrs

raw~l! 2 Rrs
raw~750!. (21)

e keep Y within the 0–2.5 range.
For r~l! a 550-nm-normalized, sand-albedo shape

rsd~l!# was used ~Fig. 2!. Note that only sandy en-
ironments were examined in the field tests. There-
ore r~l! is expressed as

r~l! 5 Brsd~l!, (22)

where B is the bottom albedo value at 550 nm.
With the above considerations there are six vari-

bles for Eq. ~15!: P, G, X, B, H, and D. These six
variables uniquely influence the Rrs

raw~l! spectra,
which avoids the possibility of a singularity arising
from Eq. ~15! unless the data are very noise. To
overcome random noise and to always provide a mea-
sured value near the peak of the Rrs~l! curve, a hy-
perspectral data set was used. The six unknowns
can be derived by minimizing the differences between
Rrs curves that are modeled @approximation ~2!# and

easured as expressed by

R̂rs~l! 5 Rrs
raw~l! 2 D. (23)

An index for comparing the two Rrs curves was de-
fined in Ref. 23,

err 5
F(

400

675

~Rrs 2 R̂rs!
2 1 (

750

830

~Rrs 2 R̂rs!
2G0.5

(
400

675

R̂rs 1 (
750

830

R̂rs

, (24)
Fig. 2. A 550-nm normalized bottom-albedo spectrum.
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Table 2. Input Values to Hydrolight Calculation Compared with Inversion-Derived Values

lation
providing a measure of the fractional difference be-
tween the two curves.

C. Optimization

Optimization or minimization is effectively a
predictor–corrector, model-inversion scheme,
achieved by adjusting the values of the variables in
the SA-model in response to the err function. For
nonlinear optimization, initial values are important
for the process. We set the values in the following
manner, which has no relationship to ground truth
values:

Pin 5 0.072@Rrs
in~440!yRrs

in~550!#21.62 ~Ref. 33!,

Gin 5 Pin,

Xin 5 30aw~640!Rrs
in~640!,

Bin 5 0.2 @equivalent to r~550! 5 0.2#,

Hin 5 10.0,

Din 5 Rrs
raw~750!.

For each set of values for the six unknowns an opti-
mization program computes the err value of Eq. ~24!
and repeats the process with different sets of values
until err reaches a minimum. At that point, values
or P, G, X, B, and H are then considered to be de-

rived. In the process, values for P, G, X, B, and H
are kept positive. Note that no field data are re-
quired except the measured Rrs

raw~l! curves.
The performance of the above model-inversion

Input

@chl-a# af ~440! ag~440! H S Y

2.0 0.094 0.141 2.0 0.014 1.
2.0 0.094 0.141 5.0 0.014 1.
1.0 0.060 0.090 4.0 0.014 1.
1.0 0.060 0.090 8.0 0.014 1.
0.4 0.033 0.050 8.0 0.014 1.
0.4 0.033 0.050 12.0 0.014 1.
0.1 0.013 0.020 15.0 0.014 1.
0.1 0.013 0.020 20.0 0.014 1.

Note: Sun, 30° from zenith; wind speed, 5 mys; observation an

Table 3. Input Values to Hydrolight Calcu

Input

@chl-a# af ~440! ag~440! H S Y

2.0 0.094 0.141 2.0 0.014 1.0
2.0 0.094 0.141 5.0 0.014 1.0
1.0 0.060 0.090 4.0 0.014 1.0
1.0 0.060 0.090 8.0 0.014 1.0
0.4 0.033 0.050 8.0 0.014 1.0
0.4 0.033 0.050 12.0 0.014 1.0
0.1 0.013 0.020 15.0 0.014 1.0
0.1 0.013 0.020 20.0 0.014 1.0

Note: Sun, 30° from zenith; wind speed, 10 mys; observation a
scheme can be tested by using perfect Hydrolight-
generated data for the first test and field data for the
second.

4. Data

A. Computer-Simulated Data

Using a particle phase function typical of coastal wa-
ters,34 we calculated above-surface upwelling radi-
ance values observed at 30° to nadir and 90° to the
solar plane and downwelling irradiance and sky ra-
diance with Hydrolight 3.0.18 Tables 2 and 3 pro-
vide information regarding the inputs used in the
computer simulations. Wind speeds of 5 and 10 mys

ere used with the Sun at 10°, 30°, and 60° from
enith. The water column was assumed to be homo-
eneous. The solar input and the bio-optical models
sed in the calculations are discussed in detail in Ref.
3 ~see Appendix A!. In the simulations the bio-
ptical parameter R for particle scattering at 550 nm
see Ref. 13 or Appendix A! was set at 1.0 to indicate
possible higher sediment loading in coastal waters.
20% cloud fraction was applied to the calculation.

s in Ref. 13, a spectrally constant bottom albedo was
pplied for data simulation.
In total, Trs for seven depths, two wind speeds, and

three sun angles was calculated. It included
chlorophyll-a concentrations ranging from 0.1 to 2.0
mgym3 and bottom depths ranging from 2.0 to 20.0 m.
These calculations were intended to test the semiana-
lytical model and the inversion process for different

Inversion

af~440! ag~440! H S Y w

0.101 0.129 2.1 0.015 0.5 0.78
0.109 0.092 4.9 0.015 0.2 0.51
0.065 0.078 4.2 0.015 0.5 0.72
0.067 0.063 7.8 0.015 0.4 0.40
0.035 0.044 8.4 0.015 0.8 0.61
0.036 0.042 12.4 0.015 0.8 0.38
0.014 0.021 16.0 0.015 1.7 0.55
0.014 0.023 22.3 0.015 1.8 0.36

~30°, 90°!.

Compared with Inversion-Derived Values

Inversion

af~440! ag~440! H S Y w

0.100 0.131 2.1 0.015 0.5 0.78
0.107 0.094 4.9 0.015 0.2 0.51
0.065 0.078 4.2 0.015 0.4 0.73
0.066 0.065 7.9 0.015 0.4 0.41
0.035 0.044 8.5 0.015 0.8 0.62
0.035 0.042 12.3 0.015 0.8 0.40
0.014 0.021 16.0 0.015 1.7 0.56
0.013 0.023 22.0 0.015 1.8 0.38

~30°, 90°!.
0
0
0
0
0
0
0
0

gles
ngles
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situations, in which all derived values could be com-
pared with exact input values for Hydrolight. Field
comparisons are used as a more realistic evaluation
of the method, at least for environments similar to
Florida shelf waters.

B. Field Data

From 1990 to 1998 a series of field measurements
were taken over shallow waters along the west Flor-
ida shelf, Key West, Fla., and the Bahamas. The
water depths ranged from 0.8 to 25.0 m; @chl-a#
ranged from 0.3 to 2.3 mgym3. In the left panel of
Table 4 water-property information is summarized,
whereas Fig. 3 presents most of the sites on a regional
map. For each station, hyperspectral Trs, Srs, par-
ticle and pigment absorption coefficients ~ap and af!
and gelbstoff absorption for some of the surface-water
samples were measured. Depth was determined
acoustically ~60.3 m! for the deeper waters and with
a lead-weighted line ~60.1 m! for Florida Bay sta-
836 APPLIED OPTICS y Vol. 38, No. 18 y 20 June 1999
tions. Only the Trs and Srs data were used as inputs
to the inversion process. The other measurements
were reserved to validate the method.

1. Total-Remote-Sensing Reflectance Trs and Sky
Input Srs

Hyperspectral Trs and Srs were calculated by the
method of Lee et al.23 Briefly, using a Spectron En-
gineering spectroradiometer ~Spectron Model SE-
590, Spectrix for 1997 and later!, a series ~;3 to 5
cans! of upwelling radiance above the surface
Lu~01, ua, w!# and downwelling sky radiance @Lsky~u9,
!# was directly measured with ua ~viewing angle in

the air! ' 30° from nadir and w approximately 90°
from the solar plane. Sky radiance was measured in
the same plane as Lu~01! but from a direction of u9 '
30° from zenith. Downwelling irradiance was de-
rived by measuring the radiance LG reflected from a
standard diffuse reflector ~Spectralon!. For each of
Location In Situ Inversion

Latitude
~North!

Longitude
~West! @chl-a# af ~440! ag~440! H af ~440! ag~440! H Y w Err

25.127 80.809 2.32 0.070 0.8 0.068 0.530 1.3 0 0.49 0.01
25.08 80.757 0.98 0.051 1.6 0.037 0.333 2.0 0 0.53 0.01
25.065 80.67 1.43 0.055 1.8 0.021 0.181 2.6 0 0.32 0.01
25.034 80.589 0.58 0.028 1.7 0.005 0.158 2.1 1 0.23 0.02
24.985 80.434 0.021 8.0 0.012 0.032 7.9 0.9 0.75 0.02
24.975 80.494 0.016 5.5 0.005 0.124 5.1 0 0.70 0.03
24.955 80.477 0.014 5.5 0.014 0.029 5.3 1.2 0.70 0.02
24.534 81.465 0.038 6.5 0.027 0.108 5.5 0.3 0.36 0.02
24.55 81.414 0.020 8.0 0.017 0.050 8.2 0.9 0.42 0.02
24.714 81.169 0.31 0.022 0.240 3.5 0.033 0.209 3.7 0 0.46 0.02
24.624 81.119 0.42 0.025 0.031 7.6 0.015 0.026 8.4 1.1 0.73 0.02
24.624 81.12 0.36 0.025 0.025 8.2 0.016 0.030 8.0 0.8 0.79 0.03
24.625 81.105 0.32 0.025 0.023 10.9 0.015 0.030 9.3 1.5 0.51 0.02
24.69 81.12 0.51 0.036 0.210 3.5 0.028 0.160 3.4 0.1 0.33 0.02
27.342 83.054 0.43 0.043 16.0 0.027 0.078 13.4 0.5 0.42 0.02
27.592 83.039 0.61 0.031 25.0 0.026 0.032 23.9 1.5 0.16 0.02
27.602 82.995 0.66 0.043 0.059 17.5 0.013 0.046 18.3 0.7 0.32 0.03
27.594 82.925 0.42 0.025 0.063 14.5 0.013 0.061 15.3 0.4 0.30 0.02
27.605 82.812 0.8 0.040 0.100 8.4 0.034 0.098 8.3 0.3 0.24 0.01
27.564 82.762 1.40 0.077 0.203 8.5 0.005 0.260 7.1 0 0.53 0.03
27.374 82.746 0.21 0.046 0.132 11.9 0.032 0.094 10.6 0 0.63 0.02
24.678 81.908 0.46 0.021 0.056 10.7 0.011 0.053 11.3 0.5 0.41 0.02
23.78 76.10 0.12 0.011 0.034 16.8 0.006 0.028 16.0 0.7 0.78 0.01
23.785 76.101 0.12 0.010 0.033 18.0 0.007 0.022 17.3 1 0.76 0.02
23.778 76.09 0.16 0.014 0.027 15.9 0.012 0.031 16.1 0.7 0.64 0.02
23.77 76.08 0.15 0.012 0.033 16.8 0.009 0.024 17.0 0.9 0.72 0.02
23.78 76.11 0.13 0.012 0.038 22.0 0.012 0.030 17.6 0.7 0.56 0.02
23.779 76.119 0.20 0.016 0.055 7.6 0.013 0.054 7.2 0.2 0.85 0.02
23.78 76.119 0.13 0.015 0.049 8.0 0.006 0.053 7.8 0.1 0.87 0.01
23.79 76.107 0.10 0.012 0.025 13 0.007 0.037 15.9 0.4 0.65 0.02
25.2 82.06 20.7 0.018 0.061 18.2 0.8 0.32 0.02
25.207 82.069 0.24 0.024 0.106 22.0 0.018 0.079 20.9 0.8 0.23 0.02
25.712 82.224 0.31 0.038 0.187 20.4 0.029 0.133 18.5 0.3 0.23 0.03
26.428 82.448 19.2 0.021 0.054 22.3 0.6 0.32 0.02
23.786 76.101 0.13 0.011 0.030 16.2 0.005 0.032 15.5 0.3 0.91 0.03
23.78 76.09 0.07 0.012 0.035 16.5 0.008 0.026 16.2 0.9 0.73 0.02
23.77 76.1 0.16 0.013 0.033 15.9 0.012 0.031 17.1 0.7 0.58 0.02
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the measured scans, Trs and Srs were derived through

Trs 5
Lu

LG

RG

p
, Srs 5

Lsky

LG

RG

p
, (25)

where RG is the reflectance of the diffuse reflector
~;10%!.

Based on these measured Trs and Srs curves, aver-
ges of Trs and Srs were obtained, respectively, to
educe the random variations associated with mea-
urements owing to reflection from different wave
acets etc. These averaged curves are used in the
nversion process with an F~30! value of 0.022 for

deriving Rrs
raw.

2. Absorption Coefficient of Particles and
Pigments, ap and af

The af~l! was measured following the SeaWiFS pro-
ocols.35 Basically the method described in Ref. 36
as used to measure the particle absorption coeffi-

ient on the GFyF filter pad ap, and the method de-
veloped by Kishino et al.37 and modified by Roesler et
al.38 was used to measure the detritus absorption on
the pad ad to calculate the phytoplankton absorption
coefficient af. The b factor from Bricaud and Stram-
ki39 @their Eq. ~2!# for the correction of the optical-
ath elongation due to filter-pad multiple scattering
as used for the calculations of ap and ad. Large-

particle scattering was removed when ap~780! 5 0
as assumed. The difference between the particle
nd the detrital absorption coefficients provided the
bsorption coefficient of phytoplankton pigments af:

af 5 ap 2 ad. (26)

3. Absorption Coefficient of Gelbstoff ag

Samples for ag were obtained by filtering seawater
samples first through preflushed 47-mm GFyF filters
and then through 47-mm, 0.2-mm polycarbonate fil-
ters. Absorption spectra were measured in 10-cm
quartz cuvettes by use of a Perkin-Elmer Lambda 18
dual-beam spectrophotometer.

Fig. 3. Locations of field data.
5. Results and Discussion

A. Computer-Simulated Data

For the computer-generated data a spectrally con-
stant bottom-albedo shape was used in the inversion
process. For the three sun angles the mean differ-
ence for depths was 5.3% between the SA-model in-
versions and Hydrolight data for 5-mys wind speed
and 5.1% for 10-mys wind speed ~see Fig. 4 and Ta-
bles 2 and 3!. For comparison of two data sets the

ifference d was calculated as in Ref. 23 to provide
qual weighting to underestimation as well as over-
stimation:

d 5 expFmeanUlnSQi
der

Qi
meaDUG 2 1, (27)

where Qi represents the individual quantity such as
the depth or the absorption coefficient. Qi

der repre-
sents the derived value, whereas Qi

mea represents
either the Hydrolight input or the field-measured
value.

As an example, for the Sun at a 30° zenith angle
and wind speeds of 5 and 10 mys, the derived bottom
depths along with in-water optical properties are
listed in the right panel of Tables 2 and 3, respec-
tively, with input values to Hydrolight listed at the
left side for comparison. For other sun angles, re-
sults are indicated in Figs. 5–15. In Tables 2–4 w is
defined as

w 5 maxFrrs
B~l!

rrs~l! G , (28)

Fig. 4. ~a! Inversion-derived depths compared with input values
or simulated data with 5 mys of wind. ~b! As in ~a! with 10 mys
f wind.
20 June 1999 y Vol. 38, No. 18 y APPLIED OPTICS 3837
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or the maximum ratio of bottom contribution to the
total for each case, calculated with inversion-derived
data. In this study stations with w values of less
than 0.15 were not included. Rrs at those stations
was less sensitive to the depth, and reliable depth
values were not expected. This criterion provides a
useful operational constraint.

Generally the retrieved depths agreed with the Hy-

Fig. 5. ~a! Inversion-derived total absorption at 440 nm compared
ith input values for simulated data with 5 mys of wind. ~b! As

n ~a! with 10 mys of wind.

Fig. 6. ~a! Inversion-derived pigment absorption at 440 nm com-
ared with input values for simulated data with 5 mys of wind.
b! As in ~a! with 10 mys of wind.
838 APPLIED OPTICS y Vol. 38, No. 18 y 20 June 1999
drolight input depths very closely ~;5% difference!
with slight overestimations for deeper depths ~see
Fig. 4!, where the Y values used in the inversion were

uch larger than the Y values in computer simula-
ions ~see Tables 2 and 3!.

In Fig. 5 we compare the derived a~440! with the

Fig. 7. ~a! Inversion-derived gelbstoff absorption at 440 nm com-
pared with input values for simulated data with 5 mys of wind.
~b! As in ~a! with 10 mys of wind.

Fig. 8. ~a! Inversion-derived depths compared with input values
or simulated data with 5 mys of wind. The Y value used in
nversion was random ~see text!. ~b! As in ~a! with 10 mys of wind.
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known input values. For the three sun angles the
average d value was 7.0% for 5-mys wind speed and
6.3% for 10-mys wind speed for a~440! values ranging
from 0.04 to 0.24 m21. In Fig. 6 we compare the
erived af~440! with the known input values, with d

Fig. 9. ~a! Inversion-derived total absorption at 440 nm compared
ith input values for simulated data with 5 mys of wind. The Y

value used in inversion was random ~see text!. ~b! As in ~a! with
10 mys of wind.

Fig. 10. ~a! Inversion-derived pigment absorption at 440 nm com-
pared with input values for simulated data with 5 mys of wind.
The Y value used in inversion was random ~see text!. ~b! As in ~a!
with 10 mys of wind.
alues of 7.1% and 6.0% for 5- and 10-mys wind speeds,
espectively. In Fig. 7 we compare the derived
g~440! with the known input values, with d values of

18.6% and 16.2% for the two wind speeds.
From what we observe here the maximum differ-

ence occurred for the inversion of ag, which then
causes differences for other properties of interest.
Reasons for this larger difference are the following:
First, the spectral curvatures between bbp~l! and
ag~l! are somewhat similar, which causes compen-
ation between the values of G and X. Generally,
maller Y values will result in smaller ag~440! and

larger Y values will result in larger ag~440! in the
inversion. Second, the values of Y used in the in-
version were based on an estimation from using Eq.

Fig. 11. ~a! Inversion-derived gelbstoff absorption at 440 nm com-
ared with input values for simulated data with 5 mys of wind.

The Y value used in inversion was random ~see text!. ~b! As in ~a!
with 10 mys of wind.

Fig. 12. Inversion-derived depths compared with field data.
20 June 1999 y Vol. 38, No. 18 y APPLIED OPTICS 3839
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~20! instead of the known input values ~see Tables 2
nd 3!, since theoretically a remote sensor does not
now the actual Y value of the water. In the nat-
ral field Y values are generally lower for high con-
entrations of chlorophyll and higher for the open
cean with low chlorophyll.40 For the inversion

process estimations of Y were empirically based on
the variation of the natural field,14 but Hydrolight Y
alues were kept constant in the computer simula-
ion no matter what the chlorophyll concentration
as. The estimated Y then will not match the in-

put Y value for each case ~we see a factor of 5–10
difference for some cases!, and we see a larger dif-
ference in the ag~440! estimation as a result.

Fig. 13. Inversion-derived pigment absorption coefficient at 440
nm compared with pad-measured values for field data. ~The open
ircle one was not used in error calculation.!

Fig. 14. Examples of inversion-derived versus pad-measured pig-
ment absorption spectra.
840 APPLIED OPTICS y Vol. 38, No. 18 y 20 June 1999
To see the inversion improvement if better esti-
mated Y values were found, another round of inversion
calculations was made by letting the Y value in the
inversion be randomly determined between 0.6 and 1.4
for each case. In Fig. 8 we compare the H values for
he three sun angles, in Fig. 9 the a~440! values, in Fig.
0 the af~440! values, and in Fig. 11 the ag~440! val-

ues. This time, for a 5-mys wind speed the difference
as 4.7% for H, 2.9% for a~440!, 5.6% for af~440!, and

just 7.4% for ag~440!; for a 10-mys wind speed, the
difference is 4.8% for H, 2.4% for a~440!, 4.6% for
af~440!, and just 7.0% for ag~440!. We see that the
differences were greatly reduced especially for ag~440!,
and the accuracy for all properties of interest was im-
proved. These results suggest the importance of good
estimations of the Y value in the remote-sensing in-
version.

The S values used in the inversion were not far
rom the input values. In a manner similar to the
bove discussion we can expect an influence of differ-
nt S values on the inversion results. Contrary to
he influence of Y values on the inversion, however,
he value of S has a smaller influence on H, but more
nfluence on P and G values, because the effect of
g~l! is more important at the shorter wavelengths

and the effect on H depends on the total absorption
coefficient, not just on ag~l!.

B. Field Data

For the field data the mean difference for depth was
10.9% or 1.4 m of the rms error for a range of 0.8–25 m
~R2 5 0.96, N 5 37, see Fig. 12!. If we ignore the four
stations ~* in Fig. 3! in Florida Bay, the difference was
just 8.1%. This kind of result suggests that the model
and the optimization method work very well in retriev-
ing the bottom depths. Larger depth differences were
found for the Florida Bay stations, where water was
very turbid ~with bbya as high as 1.6! and the bottom
structure was more complicated. Further studies are
needed to diagnosis the discrepancies, but turbidity is
probably the most important factor.

Of the field data, af~440! had a range of 0.010–
0.070 m21 and ag~440! had a range of 0.023–0.24 m21

Fig. 15. Inversion-derived gelbstoff absorption coefficient at 440
nm compared with measured values for field data.
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from water-sample measurements. These data indi-
cate that the study sites contain a wide variation of
optical properties of the water column and are cer-
tainly not case 1 waters.21 For af~440! where re-
trieved ratios of af~440!yag~440! . 1y8, the difference
is 42.7% ~N 5 28! ~see Fig. 13!. When af~440!y
ag~440! , 1y8, remote-sensing reflectance in the blue-
green region is less sensitive to the value of af~440!
nd is dominated by the influence of ag values.
Figure 14 shows examples of retrieved-versus-

measured af~l! spectra for low and high chlorophyll
concentrations, and we see a good match in the shapes.
This match is important for calculating photons ab-
sorbed by phytoplankton pigments for photosynthesis.

The difference between inverted and pad-
measured af~440! values were large compared with
the differences for depth and ag~440!, owing in part to
the quite small af~440!yag~440! ratio ~ranging from
0.13 to 0.8 with an average of 0.27! for these coastal
waters, compared with normally approximately 1.3–
2.5 for open ocean waters.41 Some of the difference
esulted from errors in the SA-model and the shape
arameters ~S and Y values, for example! used in the

retrieval. Some of the differences, however, may
come from the af measurement itself. This is in-
ferred since the derived H values are very compara-
ble with the in situ values, and there is not much
difference regarding af~440! in the computer-
simulated data sets where no measurement error is
involved. Other possible causes may include the
lack of any consideration of gelbstoff fluorescence in
the model, which may be rather significant for such a
gelbstoff-dominated environment.

The difference was 22.5% ~N 5 24! for ag~440! ~see
ig. 15!. As derived ag~440! is a combination of gelb-

stoff plus detritus; we would expect an overestima-
tion in ag~440! values. However, we see that both
af~440! and ag~440! values were generally underes-
timated. To identify the error sources precisely re-
garding the difference in af~440! and ag~440! values,
we need a total absorption coefficient valued for the
water column. Unfortunately we lack this measure-
ment for the data sets evaluated.

The differences between retrieved and true values
can come from many places. First, the SA-model
was developed for normal coastal waters with an av-
erage particle phase function.18 This SA-model may
be inappropriate for extreme cases such as the Flor-
ida Bay waters. Second, there are errors in the SA-
model, especially for viewing angles other than nadir.
When we use the model to perform predictor–
corrector inversions, those model errors will be trans-
ferred to the variables of the derivation. Third,
because the spectral shape parameters such as S and
Y cannot be accurately estimated from remote-
sensing data, the errors associated with those param-
eters will be transferred to the properties of interest.
Finally, field data contain measurement errors, and
it is hard to ascertain knowledge of the homogeneity
of water and bottom structures. Considering all
these difficulties and uncertainties, a difference of
8–11% for depths suggests that the model and ap-
proach developed here work very well in retrieving
shallow-water depth from remote sensing in these
quite complicated coastal waters. More study is nec-
essary to be able to say the same for the retrieval of
water-column properties, however.

6. Summary

A model and an inversion method have been developed
for the retrieval of bottom depth and in-water optical
properties for a broad range of water types. The
model and approach were applied to computer-
simulated and field-measured data for shallow waters
with a uniform, sand-type bottom. For computer-
simulated data the retrieved depth was in general ac-
curate to within 5% for a range of 2.0–20.0 m, and for
field data it was accurate to within 11% ~N 5 37! for a
range of 0.8–25 m. For data outside Florida Bay,
however, it was within 8% ~N 5 33! for depth. Larger
differences occurred in the retrieval of pigment absorp-
tion coefficients for the field data, but not for the
computer-simulated data, which suggests that some of
the measured pigment absorption values or their
model simulations need further analysis. These re-
sults suggest that the model and approach developed
here can be used for many coastal remote-sensing ap-
plications, but knowledge of the spectral shapes of phy-
toplankton and gelbstoff absorption and spectral shape
of particle scattering would be helpful for better results
in any given region.

As a result of these analyses, phase functions more
consistent with the turbid waters of Florida Bay will
be considered for new parameterization of the SA
model. Clearly, higher backscattering efficiency is
required for suspended mineral sediments than for
the biogenous particles dominating the average par-
ticle phase function of Mobley.34 The addition of
gelbstoff fluorescence will also be considered in future
retrievals in gelbstoff-rich waters.

Appendix A: Semianalytical Model for Remote-Sensing
Reflectance of Shallow Waters

Based on quasi-single-scattering theory,42 subsur-
face, nadir-viewing, remote-sensing reflectance is de-
scribed as

rrs 5 rrs
dp(1 2 a0 expH2F 1

cos~uw!
1 D0~1 1 D1u!0.5GkHJ)

1 a1r expH2F 1
cos~uw!

1 D09~1 1 D19u!0.5GkHJ ,

(A1)

with

rrs
dp 5 ~g0 1 g1 ug2!u (A2)

for optically deep waters where u [ bby~a 1 bb!, k [
a 1 bb. The terms g0, g1, g2, a0, a1, D0, D1, D09, and
D19 are model parameters and are spectrally con-
stant. To use Eqs. ~A1! and ~A2! to model rrs when a,

b, r, and H are known, values of the model param-
eters need to be determined. Lee et al.13 derived
those values by fitting Eqs. ~A1! and ~A2! to a large
20 June 1999 y Vol. 38, No. 18 y APPLIED OPTICS 3841



a
A
b

c
a

H
G
w
t

w
b
w
w
p
b

s

t
w
c
t
t
t

E

N
m
P
g
t
M
c
f
m

3

set of rrs values that were created by using a precise
numerical model, Hydrolight.18

In the numerical simulation, wind speed was set at
5 mys, the water body was assumed homogeneous,
nd solar zenith angles were set at 0°, 30°, and 60°.
n average particle phase function described in Mo-
ley et al.34 was used. The scattering of pure sea-

water was treated as a separate component with a
Rayleigh-like phase function.34 Chlorophyll concen-
tration was used as a surrogate to determine the
coefficients of particle absorption and scattering, by
use of simple bio-optical models.

The total absorption coefficient is expressed as a
sum of the absorption coefficients for pure water, phy-
toplankton pigments, and gelbstoff. Absorption val-
ues for pure water were taken from Ref. 26, whereas
absorption for phytoplankton pigments and gelbstoff
were modeled as follows:

af~440! 5 0.06 @chl-a#0.65,43 (A3)

ag~l! 5 ag~440!exp@20.014~l 2 440!#,28 (A4)

and af~l! was simulated with the model of Lee et al.13

The total scattering coefficient is expressed as a
sum of the scattering coefficients for pure seawater
and particles. Scattering coefficients for pure sea-
water come from Morel,31 whereas scattering coeffi-
ients for particles come from the model of Gordon
nd Morel,43

bp~l! 5 ~550yl!R@chl-a#0.62. (A5)

ere R is a bio-optical parameter, which was 0.3 in
ordon and Morel.43 R values of 0.3, 1.0, and 5.0
ere used to simulate a range from normal to highly

urbid coastal waters.
A spectrally constant bottom albedo r was used
ith values of 0, 0.1, 0.3, and 1.0. Although the
ottom reflectance was taken to be independent of
avelength, the inherent optical properties of the
ater column were wavelength dependent. This de-
endence allowed the fractional contribution of
ottom-to-total radiance to be wavelength dependent.
By fitting Hydrolight-simulated rrs for both deep

and shallow situations, Lee et al.13 derived the model-
parameter values that follow:

g0 < 0.07, g1 < 0.155, g2 < 0.752;

a0 < 1.03, a1 < 0.31;

D0 < 1.2, D1 < 2.0;

D09 < 1.1, D19 < 4.9.

Recently, with more Hydrolight-simulated data,
and correcting a calculation error in the earlier study,
the above values were updated as

g0 < 0.084, g1 < 0.170, g2 5 1;

a0 5 1, a1 5 1yp;

D0 < 1.03, D1 < 2.4;

D09 < 1.04, D19 < 5.4.
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Therefore the SA model for subsurface remote-
sensing reflectance is

rrs < rrs
dp(1 2 expH2F 1

cos~uw!
1 1.03~1 1 2.4u!0.5GkHJ)

1
1
p

r expH2F 1
cos~uw!

1 1.04~1 1 5.4u!0.5GkHJ ,

(A6)

with

rrs
dp < ~0.084 1 0.17u!u. (A7)

Since satellite sensors measure radiance above the
urface, the relationship between Rrs and rrs must be

known. There is13,43,44

Rrs 5
zrrs

1 2 Grrs
, (A8)

Eq. ~A8! is exact, where z and G are model parame-
ers, and their values depend on viewing angle and
ater properties. The denominator ~1 2 Grrs! ac-

ounts for the effects of internal reflection from water
o air. Although this internal-reflection term is of-
en ignored, especially for open-ocean waters, we re-
ain it here because rrs can be quite large for turbid or

shallow waters. For remote-sensing applications
the values of z and G in Eq. ~A8! need to be deter-
mined. By comparison of the Hydrolight-generated
Rrs and rrs values, it was found that z ' 0.5 and G '
1.5 for remote-sensing observation angles.17 Thus

q. ~A8! takes the specific form as used in this paper:

Rrs <
0.5rrs

1–1.5rrs
. (A9)
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